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Abstract—In this paper, we leverage stacked intelligent meta-
surfaces (SIMs) to enable near-field localization. To this end, we
employ a multi-port network model, which enables the electro-
magnetically consistent characterization of SIMs and is suitable
for optimization as well. Near-field localization is achieved by
processing the signals at a receiving array, and by exploiting the
curvature of the incoming wavefront. We show how an SIM can
be used to accomplish this goal. Specifically, we prove that an SIM
can be optimized to perform a linear transformation that operates
entirely in the electromagnetic domain, and that the proposed
linear transformation of the input signal accounts for both angular
and distance information simultaneously, which are required for
near-field localization.

I. INTRODUCTION

Stacked intelligent metasurface (SIM) is an innovative and
recently proposed technology that is composed of a cascaded
of multiple transmitting reconfigurable intelligent surfaces (T-
RIS). In an SIM, each intelligent metasurface operates as a layer
of a deep neural network (DNN), while each programmable
meta-atom operates akin to a neuron subject to a linear input-
output response, exhibiting adjustable phase and amplitude
responses that can be customized to fulfill various tasks and
adapt to dynamic environments [1]. Consequently, SIMs benefit
from the robust representation capabilities of artificial neural
networks (ANNs), the exceptional speed in electromagnetic
computing, and the energy-efficient tuning attributes of recon-
figurable metasurfaces.

The number of research works on SIM is rapidly increasing
due to the heightened interest in the field. SIM has demonstrated
its efficacy in performing beamforming in the electromagnetic
domain [1] and enabling holographic multiple-input multiple-
output communications without requiring many radio-frequency
(RF) chains [2], [3]. Several studies also address near-field
communications, such as [4], where users are equipped with
multiple antennas, and [5], which takes into consideration the
diffraction behavior of SIM’s reconfigurable elements. More-
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over, SIMs can enhance sensing performance. For instance, the
estimation of the direction of arrival can be improved using
SIMs, as examined in [6] and [7]. Furthermore, the role of
SIMs in integrated sensing and communication (ISAC) has been
evaluated in recent studies [8]-[11].

Despite the potential of SIM technology, its accurate and
tractable modeling remains a considerable challenge. Existing
studies utilize a simplified model that characterizes the SIM as a
cascade of ideal transmit-arrays, assuming that the input signals
propagate through almost decoupled inter-layer channels. Note-
worthy efforts to establish more accurate models are presented
in [12] and [13], based on a multiport network model. In [13],
an iterative algorithm that leverages the layered architecture of
SIM is introduced. This algorithm allows the optimization of
SIM via a gradient descent approach, showcasing the adaptabil-
ity of SIMs to perform signal processing functions directly in
the electromagnetic domain.

A. Motivation and Contribution

Near-field signals emitted or received by antenna arrays depend
on both angle and distance information, enabling object local-
ization [14]. This simplifies the localization of targets compared
to time of arrival or triangulation methods. SIM allows object
localization in the wave domain, reducing the need for costly
RF chains and digital-to-analog conversion. In this paper, we
capitalize on the curvature of near-field signals, and employ
the model for SIM in [13] for near-field localization. We show
that an SIM can perform linear transformations entirely in the
electromagnetic domain, enabling the accurate localization of
objects, while reducing signal processing complexity and power
consumption.

II. SIM MODEL

We first present the multi-port network model to characterize
an SIM [13]. An SIM is a layered structure housed within
a supporting box of wave-absorbing materials to minimize
interference from unwanted diffraction, scattering, and environ-
mental noise. A block diagram illustrating the architecture of
the considered SIM is shown in Fig. 1.

We consider an SIM composed of @@ T-RISs. Each T-RIS
is composed of K unit-cells indexes by {1,...,K} where
the k-th unit-cell consists of two scattering elements denoted
by £ and k£ + K. In a K-cell T-RIS, therefore, there are
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Fig. 1: SIM architecture

2K scattering elements connected to a 2K -port reconfigurable
impedance network. In Fig. 1, a unit-cell of a layer of the SIM
is highlighted, where the two scattering elements, k and k+ K,
are located on the left and right, respectively, and are connected
to each other by a two-port linear passive network. In this
case, the unit-cells are isolated, and are hence not connected to
other unit-cells. This represents the simplest configuration, also
known as diagonal implementation [13], which is considered
in this work.

To elaborate, the SIM is modeled as a 2K Q-port network
and, as such, it can be modeled through a Z-parameter repre-
sentation. Specifically, we denote by Zgg € C2@K*2@K the 7-
parameter matrix of the SIM. With the considered parametriza-
tion, this matrix does not depend on the configuration of the
impedance network driving the SIM layers, but it depends
solely on the structural arrangement of the SIM, e.g., the
number of unit-cells in each layer, the number of layers, the
types of elements (dipoles, patches, etc.), and the distances
between the layers [13]. As such, Zgg can be calculated either
analytically, for example by considering thin wire dipoles as
scattering elements due to their analytical tractability [15], or
with the aid of full-wave electromagnetic simulators [16]. In any
case, Zgg is assumed known in this paper. As discussed in [13],
this representation allows for an electromagnetically consistent
treatment of SIM, eliminating certain approximations that are
implicitly made by using simplified scattering models.

As for the internal impedance network in each SIM layer,
we consider diagonal T-RISs and assume that the connections
between the scattering elements k and k + K are modeled
as linear passive two-port networks configured as ideal phase
shifters. For this purpose, T-type two-port networks with purely
reactive loads can be considered, which can be represented in
terms of S-parameters by setting s1; and s 2 equal to zero,
and 5o 1 = 512 = eJMa.k [17]. In essence, the considered model
represents an ideal setting in which the signals that go through
the network are subject to a phase shift with zero attenuation.
Thus, the two-port network depends on a single parameter.
Denoting by D;Q) € C?*2 the Z-matrix representation of the

k-th phase shifter of the ¢-th layer, we obtain [18]
cos(ng,k) 1 ]

DY = jZ,
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As shown in [13], from (1) it is possible to define the total
impedance matrix Zg(n) € C2QK*2@K " which depends on
all the K@) configurable terms 1 = {n1,...,n¢g} with n, =
Ngrs-- -+ Mgx- The two matrices Zgg and Zg(n) allow us to
represent the input-output relationship of the SIM. To elaborate,
denoting by x € CM*! the received vector at the output of the
SIM, by A € CM*K the matrix representing the receiver-SIM
impedance matrix, and by b € CX*! the signal vector received
at the SIM, we have

x = hr(n) = AT(n)b. 2
where T(n) = (Zss + Zs(n)) .
A. SIM Optimization

This section summarizes the gradient descent algorithm utilized
for the optimization of SIM. Further details can be found in
[13]. We consider the problem of optimizing the SIM so that,
given a set of [ inputs b;, ¢ = 1,2,..., I, the SIM provides an
output that “closely approximates” the desired output vectors

X; € (CMXII, i = 1,2,...,1. To this aim, we introduce the
notation hgﬁ) (n) = AT(n)b; and

@) 7 3

am= (b m-x) (bPm-x). O

We then consider the following optimization problem:

mgn XZ: e(n). 4

To compute the gradient of €;(n), it is convenient to rep-
resent the transfer function T as composed of sub-matrices
T;; € CEXEK withi=1,...,2Q and j = 1,...,2Q. Hence
we introduce R,(n) = {T2Q,2q—1("7)7TT2Q,2q(77)} € CKx2K,
and Sy(n) = {T3,_,,(n), T3, (n)} € C* *X_As shown
in [13], these matrices can be computed using an iterative
procedure without the need to calculate the total matrix T.

(a)
By introducing Gy x(n,) = w € C2Kx2K "which is the
q,
(@)

tangent matrix of Zg"’(n,) with respect to 7, %, the gradient
V... €i(n) with respect to the generic tunable parameter 7,
can be expressed as follows:

O¢; i i
Vil = G = ) 2 (dm) .

where
d) () = —x!T AR¢(1)Gqp(14)Sq(n)b;
. . H
s =20 { (0 ) " AR, ()G )8,
6)

Leveraging the gradient descent algorithm, 7 can be adjusted
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Fig. 2: Near-field scenario

iteratively according to
nt) = n® — 0y (n(t)) _oR (du) (n(t))) o

where « is the learning rate and f(*) = vec ( q(11),> € CeRxl

and A = vec (d%) € COKxL,
III. NEAR-FIELD LOCALIZATION

Near-field localization is realized by exploiting the curvature of
the incoming wavefront. Next, we show how an SIM can be
utilized to accomplish this goal.

An SIM can perform transformations that operate entirely in
the electromagnetic domain. For simplicity, we assume that the
geometry of the problem is two-dimensional, so that the first
layer of the SIM is arranged along a single dimension, e.g.,
along the y-axis, and that the transmitter is located at polar
coordinates (6, r) with respect to the center of the SIM. The
considered scenario is illustrated in Fig. 2, where the transmitter
is located at the polar position (6,,,7s).

Defining by D the aperture of the SIM and by A the wave-
length, we assume to be in the Fresnel region, i.e., r < 2D
resulting in a parabolic phase profile on the receiving array.
In this case, unlike classical angular-domain representations
that only consider angular information, a transformation in the
polar domain can be defined, as proposed in [14]. This linear
transformation of the input signal accounts for the angular and
distance information simultaneously.

The details of the linear transformation in the polar domain
can be found in [14]. In simple terms, given v = sin(#), it is
possible to show that the incoming signals arriving from space
rings defined by the curves

1—72
r

are orthogonal provided that they are angularly spaced by at
least Ay = 27k /N, with k being an integer and N being the
dimension of the receiving array.

The obtained condition is equivalent to that obtained by

)

=p (®)

a discrete Fourier transform (DFT). In other words, angular
resolvability can be achieved by applying a DFT when the
transmitter is positioned on the rings defined by (8), rather than
being positioned on circles as in far-field channels. Fig. 2 shows
some rings and the boundaries of the equispaced angles that
produce orthogonal signals at the SIM’s input.

The problem of distance resolvability is more complex.
Considering a maximum distance 7m,x = %, it can be shown
that, for every2angle 0, the signals originating from the distances
ry = rmax%, with s being an integer, are weakly correlated if
B > 2. In other words, for every angle, there is a set of distances
for which the incoming signals are nearly orthogonal, which can
then be taken as basis functions in the distance domain. The
result is a transformation @ € CNsNaXN that allows for the
joint identification of Ny angles and Ny distances at which the
transmitter is located.

To elaborate, according to [14], such a transformation can be
expressed as

Ol = )
where d is the distance between the elements of the SIM at the
_ 2p—Ny—1

input layer, [,, = 2”_2¢ withn=1,...,N, 1, = N
withp=1,...,Ng,s=1,...,Ngand m(p,s) = (s—1)Ny+
D.

The transformation in (9) provides peaks corresponding to
the angles

2p — Nf —1
0, =sin"'(l,) = sin”! (M) (10)
Ny
_ 12
for p = 1,..., Ny, and the distances r(p,s) = rmax%, for

S = 1, ce 7]\/v d-

To implement the transformation in (9), an SIM with Ny x Ny
probes at its output and N elements at its input can be consid-
ered. The SIM is to be optimized according to the following
minimum square error criterion:

min tr [(AT(n) — ©)(AT(n) — @)H] . (11)

n
Denoting the i-th column of AT(n) by y;(n) and the i-th
column of ® by x;, with ¢ = 1,..., N, the criterion in (11)
can be rewritten as
. H
mnlnz (yi(n) —xi)" (yi(m) —xi). (12)
Since y;(n) = AT(n)e;, where e; € CV*! is the vector
of all zeros except in the ¢-th position, where the entry is one,
(11) can be viewed as a special case of (4).

IV. SIMULATION RESULTS

We test the capability of SIM to implement the transformation
in (9) assuming a carrier frequency of fo = 28 GHz. As in
[13], each SIM element is a metallic dipole with a radius of
A/500 and a length of L = 0.46). The spacing between the
dipoles is d, = A/2 in the y direction and d. = 3/4X in
the z direction. To compute the matrices Wz(qj) € CK*K for
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q=1,2,...,Q — 1, we employ the analytical method in [15].
Moreover, the distance d, between any two adjacent layers is
set to d, = A, resulting in an SIM with total thickness of
(Q — 1)\. The system is optimized by minimizing the error
between the target ® in (9) and the electromagnetic response
of the SIM.

We assume that the probes at the output of the SIM are
dipoles identical to those of the SIM. The probes are arranged
on a uniform planar array (UPA) consisting of Ny and Ny
elements along the y and z axes, respectively, which are
positioned at a distance of A\ from the ()-th layer of the SIM.
In this arrangement, the probes are aligned with the last layer
of the SIM, and constitute an additional layer of the SIM with
M = NyNy elements. The first layer of the SIM consists of
a uniform linear array (ULA), aligned along the y axis, with
N elements, while the subsequent layers are UPAs, with N,
elements along the y axis and V. elements along the z axis.
This arrangement is depicted in Fig. 2.

The numerical results are obtained by setting Q = 7,
N = 64, N, = 64, N, = 4, Ny = 48, and Ny = 4.
Under these conditions, the aperture D of the receiving array is
approximately 32 cm, which corresponds to a Fraunhofer dis-
tance of approximately 20 m. To meet the conditions of quasi-
orthogonality in the r domain, ry,x = 1.2 m is considered. To
simplify the optimization process, it is assumed that the trans-
mitter is located at an angular position HNf_l <0< GNf+3,
corresponding to seven degrees from the zero angle. This allows
us to consider 4 values in the angular dimension, resulting in
a total of 16 outputs from the SIM (4 for the angle and 4 for
the distance).

To validate the effectiveness of the proposed approach to
optimize the SIM, we evaluate the magnitudes of the responses
of all the probes, assuming the transmitter positioned on a set
of points defined by the angles 9Nf,1 <0< 9Nf,3 and by
the distances TN"“}* < 7 < Tmax. The results are shown in Figs. 3
and 4. Fig. 3 displays the responses of the first row of the SIM
output as a function of € for r = 7y, while Fig. 4 shows the
responses of the first column of the SIM output as a function of
r for 6 = 0. The responses of different probes are represented
by different colors, showing that a single probe attains a peak
and the others are almost zero. The peak corresponds to the
pairs of angle/distance that can be resolved by the SIM. The
dashed and solid lines represent the SIM response and the
ideal response in (9), respectively. We see that the response
of the SIM is nearly overlapping with the target response,
demonstrating the effectiveness of the proposed approach.

In Fig. 5, we show the Cramer-Rao bound (expressed in me-
ters) of the estimated position of the transmitter, assuming that
it is located within the spatial region bounded by the angular
and distance spreads depicted in Figs. 3 and 4, respectively.
The Cramer-Rao bound is calculated based on the simulated
output of the SIM, assuming an additive white Gaussian noise
with a noise temperature of 1000 Kelvin and a bandwidth of
100 kHz. The Cramer-Rao bound calculation employs Schur’s
complement to consider only the phase profile of the received
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Fig. 3: Angular response: the responses of different probes are illus-
trated using solid and dashed lines for the SIM and target responses
in (9), respectively.
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Fig. 4: Distance response: the responses of different probes are illus-
trated using solid and dashed lines for the SIM and target responses
in (9), respectively.

signal at the SIM input, treating the signal amplitude and abso-
lute phase as unknown nuisance parameters. As expected, the
Cramer-Rao bound increases with the distance due to reduced
received power. The results obtained highlight the potential of
SIM for near-field localization in the electromagnetic domain.

V. CONCLUSION

In this work, we considered a comprehensive multiport network
model for the optimization of SIM. By leveraging this model,
we have developed an algorithm for near-field localization that
operates entirely in the wave domain. The obtained results
highlight the good performance attained by SIM at a low
complexity due to the wave-domain processing.
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