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Abstract—The advent of accessible Generative AI tools enables
anyone to create and spread synthetic images on social media,
often with the intention to mislead, thus posing a significant threat
to online information integrity. Most existing Synthetic Image
Detection (SID) solutions struggle on generated images sourced
from the Internet, as these are often altered by compression and
other operations. To address this, our research enhances SID by
exploring data augmentation combinations, leveraging a genetic
algorithm for optimal augmentation selection, and introducing a
dual-criteria optimization approach. These methods significantly
improve model performance under real-world perturbations. Our
findings provide valuable insights for developing detection models
capable of identifying synthetic images across varying qualities
and transformations, with the best-performing model achieving
a mean average precision increase of +22.53% compared to
models without augmentations. The implementation is available
at github.com/efthimia145/sid-composite-data-augmentation.

Index Terms—Fake news, Generative adversarial networks,
Generative AI, Image augmentation, Synthetic data

I. INTRODUCTION

The proliferation of generative models, such as Genera-

tive Adversarial Networks (GANs), Variational Autoencoders

(VAEs) and Diffusion Models (DMs) has revolutionized fields

like art, content creation, business and scientific research.

However, these advancements, particularly in image generation

technology, also pose significant challenges and increase the

necessity of being able to distinguish synthetic images from

real ones. The widespread dissemination of synthetic images

on social media platforms, often subjected to post-processing

operations- like compression and cropping- as well as potential

additional modifications like blurring and noise, make their

detection a hard challenge.

This paper addresses the SID task and proposes a set of

methodologies aimed at improving model performance against

common image post-processing operations. Our primary con-

tributions include:

• Investigation of optimal augmentation combinations
for training SID models, demonstrating gains of +22.53%

compared to the model trained without augmentations.

• Utilization of genetic algorithm for augmentation
selection, exploring a structured approach to examine the

wide augmentations space and identify strategies for opti-

mal model performance against real-world perturbations.

• A dual-criteria optimization approach, incorporat-

ing classification loss and feature similarity loss,

achieving comparable mAP and increased accuracy of

1.39%–4.08% over the model trained solely with the

optimal augmentation combination.

• Comprehensive experimental analysis evaluating our

methods’ effectiveness in scenarios with perturbations.

By addressing these challenges, this research contributes to

the development of SID models that sustain high performance

in the presence of real-world perturbations. The findings

presented provide valuable insights for future advancements.

II. RELATED WORK

Advancements in generative models, such as GANs and

diffusion models, have significantly increased the realism of

synthetic images, driving research on enhancing synthetic

image detectors. Early work by Chai et al. [1] identifies

persistent detectable artifacts across images from different

generative methods, while Wang et al. [2] focus on the creation

of a universal detector that generalizes across architectures and

datasets. Ojha et al. [3] utilize the feature space of a large

pretrained vision-language model for universal fake detection,

while Liu et al. [4] introduce FatFormer, a transformer-

based method that integrates local forgery traces within image

and frequency domains and enhances generalization through

language-guided alignment with image and text prompts.

Koutlis and Papadopoulos [5] leverage intermediate blocks

of CLIP’s [6] image encoder and map them to a learnable

forgery-aware vector space, improving generalization.

a) Robustness and Detection under Perturbations: Re-

cent research focuses on models’ performance under perturba-

tions. Corvi et al. [7] analyze diffusion-generated images and

test their methods both on resized and compressed data, ob-

serving a general reduction of the performance. Wang et al. [2]

show that data augmentation enhances robustness against post-

processing, such as compression, blurring and resizing and

highlight that augmentation improves the model performance

under perturbations. Building on this framework, Gragnaniello

et al. [8] introduce variations and apply stronger augmentations

(Gaussian noise, geometric transformations, cut-out, bright-

ness/contrast changes) during the training process, evaluating

under different compression levels and resizing factors. Recent

studies like [9], [10], [11] demonstrate that leveraging large

vision foundation models like CLIP [6] enhances the training

of universal detectors, resulting in classifiers with strong
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generalization and robustness to perturbations. Purnekar et al.

[24] introduce the print-and-scan (P&S) augmentation to force

detectors to learn more robust features that can be detected

even after other forms of processing.

b) Evaluation Methods: Synthetic image detection mod-

els are evaluated using accuracy, precision-recall, and mean

average precision (mAP), with performance tested under per-

turbations like JPEG compression, blurring, noise and resizing.

ForenSynths [2], a benchmark dataset designed to assess

detection generalization across generative models, plays a

key role in evaluation. SIDBench [12] further standardizes

assessments by integrating multiple detectors and testing their

performance under real-world transformations.

III. METHODOLOGY

Our work builds on [2] by employing a structured augmen-

tation selection process. Our methodology involves three main

approaches: Augmentation-enhanced training with a greedy

approach, Augmentation-enhanced training with a Genetic

Algorithm and training with dual-criteria optimization.

A. Augmentation-Enhanced Training

a) Greedy Approach: We follow a greedy search strategy

to identify the best combination of image augmentation tech-

niques to use during the training process that optimize model

performance. An initial set of N augmentations is considered,

N models are trained individually with each augmentation and

their performance is evaluated. The best performing augmenta-

tion is selected as the base. Then, N−1 models are trained by

sequentially combining the selected augmentation with others.

This iterative process continues until an optimal augmentation

set is determined based on performance metrics. The process

is demonstrated in Fig. 1.

Model 1 Model 2 Model N-1 Model N

Model Xk

{Augmentation Xk
+ Augmentation i}

Model Xκ + i1 Model Xκ + i2 Model Xκ + iN-κ-1 Model Xκ + iN-κ

k: Number of Augmentations
Χk: Best Model

k = k + 1

k = 1

N-k Augmentation
Combinations Pool

N Augmentations
Pool

Fig. 1. Greedy Approach for the selection of optimal augmentations

b) Genetic Algorithm: Since our approach for improving

model performance in real-world perturbation scenarios is

based on augmentation-enhanced model training, the search

space of possible augmentation combinations is very large. To

this end, we employ a genetic algorithm (GA) as a structured

approach to efficiently explore this space and identify the

optimal augmentations. An initial population with randomly

selected augmentation combinations from the original prede-

fined pool is selected. Each individual represents a potential

combination where each augmentation is encoded as a binary

value (1 for enabled, 0 for disabled). The candidates are

evaluated based on model performance on the most demanding

evaluation scenario explained later on. Selection is performed

using a tournament strategy, followed by crossover and mu-

tation to generate new candidates. The process iterates for a

predefined number of generations, with the best-performing

augmentations selected as the final solution.

B. Training with dual-criteria optimization

We also experimented with a more structured learning ap-

proach and implemented a dual-criteria optimization strategy.

The first criterion is a Binary Cross Entropy (BCE) Loss and

is focused on classification accuracy (Lcls), ensuring precise

differentiation between synthetic and real images. For the

second criterion, we experimented with a Mean Squared Error

(MSE) and a Cosine Similarity Loss function, to minimize

feature variations between perturbed and unperturbed versions

of the same image (Lft), enforcing invariance to distortions.

By jointly optimizing these objectives as defined in (1), the

goal is for the model to learn perturbations-invariant features.

Ltot = λ1Lcls + λ2Lft, (1)

where λ1, λ2 define the weight of each loss function. The

process is demonstrated in Fig. 2.

Image with
Augmentations

Applied

Initial Image

Highly Perturbed
Image

Feature Vector
1st

Criterion
(LCls)

2nd
Criterion

(Lft)

Combined
Loss

Function

λ1

λ2

Fig. 2. Methodology for the dual-criteria optimization approach

C. Model Evaluation

To assess the effectiveness of the proposed training strate-

gies, a comprehensive evaluation framework is employed.

Models are tested across different conditions, including un-

altered images, images with individual perturbations and im-

ages with combined perturbations applied. The evaluation is

conducted on images from multiple datasets following the

protocol introduced in [2]. Performance is quantified using

metrics such as Average Precision (AP), Accuracy, and mean

Average Precision (mAP) across all evaluation datasets. The

mean Average Precision (mAP) is defined in (2). Additionally,

the improvement introduced by augmentations is measured

through mAP Gain, defined in (3), which compares the mAP

of models trained with the use of augmentations to a baseline

model trained without augmentations.

mAP =
1

D

D∑

d=1

APd, (2)
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where:

• D: the number of total evaluation datasets

• APd: the Average Precision in dataset d

mAP Gain =
mAP -mAPbaseline

mAPbaseline
× 100% (3)

IV. EXPERIMENTAL DESIGN

A. Training & Evaluation Dataset

The experiments are conducted using the ProGAN [13]

dataset for training and the ForenSynths dataset for evaluation

introduced in [2]. The ProGAN dataset includes 720K training

images and 4K validation images, evenly split between real

and synthetic images across 20 LSUN [14] categories. The

ForenSynths dataset contains synthetic images generated by

11 different models and is combined with StyleGAN2 [15]

and Which face is real [16], which are also used in the same

study. Since our training dataset consists of GAN-generated

images, our evaluation is also conducted on such images.

B. Evaluation Scenarios

The evaluation methodology simulates real-world conditions

through three scenarios: an ideal scenario with no pertur-

bations, images with individual perturbations applied (JPEG

compression, Gaussian blur, Gaussian noise) and images with

combined application of the above three perturbations simul-

taneously to test model performance in edge cases.

C. Training Details

The ResNet-50 [17] convolutional neural network was se-

lected as the base model, pre-trained on ImageNet [18], with

the final fully connected layer replaced for binary classifica-

tion. The training process is conducted over 25 epochs with a

batch size of 64, using the Adam optimizer with parameters

β1 = 0.9 and β2 = 0.999. The initial learning rate is set to

0.001 and adjusted using a StepLR scheduler. Early stopping

is implemented, halting training after 7 consecutive epochs

without improvement or when the learning rate reaches 10−6.

The primary loss function used is Binary Cross-Entropy (BCE)

Loss and for the feature similarity of perturbed and original

images, Mean Squared Error (MSE) Loss or Cosine Similarity

Loss are utilized alongside the BCE Loss.

D. Pool of Image Augmentations

The augmentation strategies used in this study are selected

to cover a wide range of image transformations, applied either

individually or combined. The augmentations include Random

Horizontal Flipping, Random Cropping, JPEG Compression

(QF = [30,100]), Gaussian Blurring (σ = [0,3] from a uniform

distribution), Gaussian Noise Injection (σ = [0,2] from a

uniform distribution), Sharpening (sfactor = 2), Contrast

adjustment, Color Jitter (with parameters for brightness, con-

trast, saturation, and hue), Grayscale conversion, Color Inver-

sion, AutoAugment [19], RandAugment [20], and Resizing

to 224 × 224 or 128 × 128 with or without prior cropping.

The first two augmentations—Random Horizontal Flipping

and Random Cropping—are applied consistently to all images

and models, as they are widely recognized as best practices.

Only in the case of resizing to 224 × 224, random cropping

is not applied. The remaining augmentations are applied with

a probability of P = 0.5 to each image sample.

The specific augmentations are selected for two main rea-

sons: to cover a broad range of transformations (geometric dis-

tortions, noise, color changes, compression) for better model

generalization and to align with the best practices.

E. Genetic Algorithm Details

In the case of the Genetic Algorithm, training is performed

on a subset of four ProGAN categories (car, cat, chair, horse)

for 23 epochs, using the mean Average Precision (mAP) score

under the combined perturbation scenario (JPEG, Gaussian

Blur, Gaussian Noise) as the fitness function. The algorithm

explores augmentation combinations across 8 generations,

with a population size of 5 solutions per generation, applying

single-point crossover, 10% mutation probability, and tourna-

ment selection. Due to computational constraints and time

limitations, we experiment with a relatively small number

of generations to balance efficiency and performance. The

PyGAD [21] library is used for the implementation.

V. EXPERIMENTAL RESULTS

A. Key findings

Our results indicate that augmentation techniques signifi-

cantly enhance model performance. Models trained with aug-

mentations selected via the Greedy approach achieve positive

Average mAP Gain as demonstrated in Fig. 3. The combina-

tion of JPEG compression, Gaussian Blur, and Color Invert

results in the highest mAP Gain of 22.53%. Models trained

with AutoAugment reach a mAP of 96.15%, outperforming the

best solution of [2] in the evaluation scenario of unperturbed

images, but reduce performance when evaluated on images

with perturbations. These outcomes underscore that the op-

timal augmentation strategy boosts baseline performance and

confers significant resilience to real-world distortions.

B. Effect of number & type of augmentations

The results obtained using the greedy approach indicate that

using more than three augmentations during training does not

improve model performance and may even reduce effective-

ness, likely due to alterations in original image features. Fig.

4 shows the Average mAP Gain of the best models per group

based on the number of augmentations used. Additionally,

color-space augmentations have minimal impact, suggesting

that structural and textural features are more critical.

C. Robustness to perturbations

Fig. 5 presents the Average mAP of all models from the

greedy approach per evaluation scenario. The results con-

firm that perturbations, especially when combined together,

challenge synthetic image detectors. During evaluation with

combined perturbations, we see an absolute drop of 6% -

18% in the average mAP of models, compared with the
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Fig. 3. Average mAP Gain models trained with different augmentations following the greedy approach. Model 1 is the baseline model trained without
augmentations, therefore it is not included in the figure.

Fig. 4. Average mAP Gain of the best model in each category of number of
augmentations applied during training, as derived using the greedy approach.

scenario of unperturbed images. In addition, we evaluate

models on images that have undergone resizing to 224× 224.

As expected, this is the most challenging scenario. The impact

of resizing is obvious mainly on the datasets with images

of higher resolution like Seeing in the Dark [22], Second-

Order Attention Network [23], Which face is real [16], with

a relevant drop in the average mAP of all our models in the

range of 28.26% - 42.11%. Fig. 6 presents the results per

evaluation dataset.

Fig. 5. Average mAP of all models in each evaluation scenario as derived
using the greedy approach.

D. Genetic algorithm approach

The genetic algorithm quickly identified effective augmen-

tations, with JPEG, Gaussian Noise, Sharpen, and Contrast

Fig. 6. The mean Average Precision of models evaluated on resized images
presented per dataset, as derived using the greedy approach.

achieving an mAP of 71.42% in the first generation. By gen-

eration 6, the mAP slightly improves to 71.53%. However, the

genetic algorithm requires significantly more computational

time and resources, and its performance gains are marginal

compared to the best model by the greedy approach (mAP =

78.31%). Given the limitations the full potential of the genetic

algorithm may not have been realized.

E. Dual-criteria optimization approach

The dual-criteria approach, incorporating Cosine Loss

alongside the standard classification loss, does not lead to

further increase in mAP, compared with the best model from

the greedy approach but results in a 1.39% - 4.08% absolute

increase in accuracy. This suggests that while the additional

criterion does not enhance the model’s overall ability to

distinguish synthetic from real images, it contributes to more

stable and reliable predictions. This is particularly important in

real-world applications, where ensuring reliable classification

under varying conditions is crucial. In Fig. 7, we present the

evaluation results from the baseline model trained without

augmentations, the best model from the greedy approach, as

well as the best model using this approach.

VI. CONCLUSION AND FUTURE CONSIDERATIONS

This research presents a comprehensive approach to improve

synthetic image detection on perturbed images. Our findings

confirm the importance of carefully selecting augmentations

to enhance model performance under perturbations. By ex-

ploring augmentation techniques and introducing dual-criteria

optimization, the study shows significant improvements in

model performance under various scenarios. The greedy algo-

rithm proves effective in identifying an efficient augmentation

combination, with the best-performing set consisting of JPEG
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Baseline Model: No augmentations    Best Model from Greedy: JPEG - Gaussian Blur - Color Invert 
Best Model: Dual-Criteria Optimization 

Fig. 7. Comparison of: a) baseline model trained without augmentations, b)
model trained with the best combination of augmentations from the greedy
approach and c) best model trained with the dual-criteria optimization process
with λ1 = 1, λ2 = 0.2 and the Cosine Loss function.

Compression, Gaussian Blur, and Color Invert. The genetic

algorithm finds reasonable combinations, suggesting that more

compute could yield better results. The dual-criteria optimiza-

tion approach reveals potential for improving model stability

under perturbations and remains open for investigation.
Limitations were observed, as augmentations effectiveness

varied across datasets, with some techniques reducing perfor-

mance on high-resolution images. Future work should focus on

further refining augmentation strategies, exploring additional

loss functions, and testing models in the wild. While our

methodology improves robustness under real-world perturba-

tions, its applicability on diffusion-generated images remains

an open question. Diffusion-based images exhibit different

frequency traces than GAN-based ones [7], and applying

our pipeline may reveal different optimal augmentations, a

direction for future work. Finally, developing real-time tools

like browser extensions could improve model applicability.
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