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Abstract—This study considers a base station equipped with
sensing and communication capabilities, which serves a ground
user and scans a portion of the sky via a passive reconfigurable
intelligent surface. To achieve more favorable system tradeoffs,
we utilize a multi-frame radar detector, comprising a detector,
a plot-extractor, and a track-before-detect processor. The main
idea proposed here is that user spectral efficiency can be
enhanced by increasing the number of scans jointly processed
by the multi-frame radar detector while maintaining the same
sensing performance. A numerical analysis is conducted to verify
the effectiveness of the proposed solution and to evaluate the
achievable system tradeoffs.

Index Terms—Integrated sensing and communication (ISAC),
reconfigurable intelligent surface (RIS), multi-frame detection,
track-before-detect (TBD).

I. INTRODUCTION

Future wireless networks may leverage the same hardware
and physical resources for both sensing and communication
to improve power and spectral efficiency (SE), reduce carbon
footprint and electromagnetic pollution, and implement novel
applications relying on both functions [1]–[4]. Existing studies
on integrated sensing and communication (ISAC) have already
identified relevant performance metrics and developed various
resource allocation strategies to capture the inherent tradeoffs
between these two functions [5]–[7]. For example, the space-
time waveform generated by the multi-antenna transmitter, the
power allocation across time, frequency, and space, and the
communication receiver’s design can be optimized to maxi-
mize communication metrics such as SE, power efficiency, and
signal-to-interference-plus-noise ratio (SINR). This optimiza-
tion is performed under constraints related to sensing metrics,
including the signal-to-clutter ratio, detection probability, and
the accuracy of estimating unknown parameters, or vice versa.

In future network evolutions, a major challenge is the
identification of cost-effective ISAC strategies that require
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limited modifications of existing infrastructures and protocols,
and plug-and-play solutions that can be seamlessly integrated
with existing technologies would be extremely attractive. In
this context, a reconfigurable intelligent surface (RIS) may
be easily incorporated into the design of ISAC systems; in
particular, such technology could be used to better manage
the interference between the sensing and communication func-
tions, expand the field of view of existing dual-function base
stations, or deploy RIS-based massive MIMO transceivers
at low cost [8]–[12]. On the other hand, advanced signal
processing techniques developed by radar engineers might
be included in the design of ISAC systems to obtain more
favorable sensing and communication tradeoffs. For example,
track-before-detect (TBD) procedures have been proven effec-
tive for detecting weak moving targets and estimating their
position [13]–[17], as they are able to accumulate the energy
back-scattered by a target with an unknown trajectory over
multiple scans (or frames). In this context, a computationally
efficient two-stage TBD processor has been developed in [18]–
[20], wherein the first stage limits the number of observations
by retaining only the most significant ones, and the second
stage performs trajectory formation and detection validation.

In this study, we integrate the TBD-based multi-frame detec-
tor from [18]–[20] into an ISAC transceiver that accomplishes
both downlink communication towards multiple ground users
and RIS-aided sensing of airborne targets. More specifically,
we propose introducing additional degrees of freedom for
system design by exploiting the temporal correlation of the
echoes generated by a moving target. Our results show that,
by increasing the number of scans processed by the radar
detector (and therefore its implementation complexity), we can
reduce the amount of power dedicated to the sensing function
while maintaining the same performance (measured in terms
of probability of target detection and root mean square error
in the estimation of the target position); this excess power can
be reused to increase the user SE. A numerical example based
on 5G system specifications is provided for illustration.

Notation: Column vectors (matrices) are denoted by lower-
case (uppercase) boldface letters. The symbols (·)T, (·)∗ and
(·)H denote the transpose, conjugate, and conjugate-transpose
operations, respectively. IM is the M × M identity matrix,
while 0M is an M×1 vector of all zero elements. Finally, the
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Figure 1. Considered system architecture. The BS simultaneously serves a
single downlink ground user and, with the help of a passive RIS, senses an
airborne target in the volume Vs.

symbols i, ∅ and E{·} denote the imaginary unit, an empty
set and the statistical expectation, respectively.

II. SYSTEM DESCRIPTION

Consider a full-duplex BS equipped with a transmit planar
array of Dtx antennas and one receive planar array of Drx

antennas. The BS adopts an OFDM transmission format with
a central carrier frequency fo, a number of subcarriers No, a
subcarrier spacing Wo, and a cyclic prefix of duration To,
whereby the duration of each OFDM symbol is Tsym =
1/Wo + To. A subset of Nsub subcarriers, equally-spaced by
Wsub, is employed to serve a single-antenna ground user and
to detect a prospective airborne target in the volume Vs, as
shown in Fig. 1. The corresponding subcarrier frequencies
are f1, . . . , fNsub

. The sensing function is implemented via
a passive RIS with Dris reflective elements arranged into a
rectangular planar array. The RIS scans a volume not directly
observable by the BS [9]. We denote by H0 and H1 the
hypotheses that no target and one target is present in the
inspected volume Vs, respectively.

Denote by [Rmin, Rmax], [θazmin, θ
az
max], and [θelmin, θ

el
max] the

range, azimuth, and elevation intervals of the inspected volume
Vs relative to the RIS, respectively. Also, let θ = [θaz, θel]T

be the angular direction specified by azimuth and elevation
angles θaz and θel, respectively; then, we denote by tq(θ)
the far-field steering vector of the RIS towards θ on the q-
th subcarrier, for q = 1, . . . , Nsub. Upon partitioning Vs into
Ndir subvolumes, we denote by θ̄i = [θ̄azi θ̄eli ]

T the nominal
pointing direction corresponding to the i-th subvolume and
by Gdir = {θ̄1, . . . , θ̄Ndir

} the set of all such directions. The
RIS-assisted radar sequentially illuminates each subvolume for
a coherent processing interval (CPI) containing Nsym OFDM
symbols, say Tcpi = NsymTsym, and it remains inactive for
Bsym OFDM symbols between consecutive illuminations.

A. Transmit signal within a CPI

The signal emitted on the q-th subcarrier of the n-th symbol
interval is

pq(n) =
√
P
(
fq,cxq,c(n) + fq,sxq,s(n)

)
, (1)

for q = 1, . . . , Nsub and n = 1, . . . , Nsym, where P is the
power radiated on each subcarrier, while fq,c and fq,s are the
unit-norm beamformers corresponding to the communication
and sensing symbols xq,c(n) and xq,s(n), respectively. The
beamformers can be designed according to any of the criteria
available in the literature (e.g., see [21]) and are assumed
given in the following. The emitted symbols are assumed
zero-mean and independent, with E[|xq,c(n)|2] = 1 − γq and
E[|xq,s(n)|2] = γq , where γq ∈ [0, 1] is the fraction of power
assigned to the sensing function.

B. Received signal within a CPI

Let ω ∈ ΩDris be the vector modeling the RIS response,
with Ω = {χ ∈ C : |χ| = 1}. Then, the signal at the radar
receiver on the q-th subcarrier in the n-th symbol interval is

yq,s(n) = zq,s(n), under H0, (2a)

yq,s(n) = αe−i2πqWsubτe−i2πνnTsym

×Gq,rx diag{ω}tq(ϕ)
× tTq (ϕ) diag{ω}Gq,txpq(n)

+ zq,s(n), under H1, (2b)

for q = 1, . . . , Nsub and n = 1, . . . , Nsym, where: zq,s(n) ∈
CDrx is a circularly-symmetric Gaussian vector with co-
variance matrix σ2

sIDrx
accounting for the additive noise;

Gq,tx ∈ CDris×Dtx and Gq,rx ∈ CDrx×Dris are the channel
matrices between the BS transmitter and the RIS and between
the RIS and the BS receiver, respectively; α, τ , ν, ϕaz, and
ϕel are the complex amplitude, delay, Doppler shift, azimuth
angle, and elevation angle of the target, respectively; and,
finally, ϕ = [ϕaz

min, ϕ
az
max].

Upon assuming that Gq,rx and Gq,tx are constant over the
CPI and known to the BS, we define the two-way (power)
beampattern of the RIS-aided radar on the q-th subcarrier as

BPq(θ) =
1

P
E
[∥∥Gq,rx diag{ω}tq(θ)

× tTq (θ) diag{ω}Gq,txpq(n)
∥∥2]

=
[
∥ωT diag{tq(θ)}Gq,txfq,c∥2(1− γq)

+ ∥ωT diag{tq(θ)}Gq,txfq,s∥2γq
]

×
∥∥Gq,rx diag{tq(θ)}ω

∥∥2. (3)

We also define the two-way beampattern of the RIS-aided
radar over the entire frequency band as

BP(θ) =
Nsub∑
q=1

BPq(θ), (4)

representing the normalized spatial power response from a
prospective target located at angle θ relative to the RIS.

Accordingly, we define the target signal-to-noise ratio
(SNR) under H1 as

SNRs =
NsymP BP(ϕ)E{|α|2}

σ2
s

. (5)
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Note that the communication signal is not treated as interfer-
ence here, as any transmitted signal known to the BS may be
utilized to support the sensing function.

The signal received by the user on the q-th subcarrier in the
n-th symbol interval is

yq,c(n) = hH
q,cpq(n) + zq,c(n), (6)

for q = 1, . . . , Nsub and n = 1, . . . , Nsym, where hq,c ∈ CDtx

is the channel between the BS and user on the q-th subcarrier,
assumed constant over the CPI and known to the BS, and
zq,k(n) ∈ C is the additive noise, modeled as a circularly-
symmetric Gaussian random variable with variance σ2

c . Ac-
cordingly, the user SINR on the q-th subcarrier is

SINRq,c =
(1− γq)|hH

q,cfq,c|2

γq|hH
q,cfq,s|2 +

σ2
c

P

, (7)

for q = 1, . . . , Nsub, where the sensing signal is now treated
as interference at the user. Also, assuming Gaussian signaling,
the achievable SE (measured in bit/s/Hz) is

SE =
1

TsymNsubWo

Nsub∑
q=1

log2(1 + SINRq,c). (8)

III. PROPOSED SYSTEM DESIGN

Both the two-way beampattern of the RIS-aided radar in (4)
and the user SE in (8) depend on the fraction of power
allocated to the sensing and communication functions; by
increasing γq , the amount of power redirected towards the
target is increased at the price of reducing the user SINR on the
q-th subcarrier. Different sensing and communication tradeoffs
can be obtained by varying {γq}Nsub

q=1 , as discussed in Sec. IV.
On the other hand, the RIS response ω and the implemen-

tation of the radar detector do not impact the communication
function; therefore, they can be specifically designed to im-
prove the sensing performance. Assuming absence of clutter,
the RIS response can be chosen to maximize the amount of
power redirected towards the subvolume under inspection. For
the i-th pointing direction, the considered design problem is

max
ω∈ΩDris

BP
(
θ̄i;ω, {f̃q,s}Nsub

q=1

)
, (9)

which is non-convex. A suboptimal solution to (9) is found
via an alternate maximization over the entries of ω. As to the
radar detector, we propose to elaborate multiple, say Nscan,
consecutive scans to extend the time-on-target, as discussed
in Sec. III-A. This latter point appears particularly attractive
since a larger complexity of the radar detector (i.e., a larger
value of Nscan) can be traded for a smaller value of γq while
maintaining the same sensing performance and improving the
communication performance, as demonstrated in Sec. IV.

A. Design of the radar detector

The measurements collected in each CPI are processed
through a bank of correlators, each matched to a delay, say τ ,
and a Doppler shift, say ν, taken from the uniformly-spaced

grids Gdel = {τ̄1, . . . , τ̄Ndel
} and Gdop = {ν̄1, . . . , ν̄Ndop

},
respectively; each correlator is followed by a square law de-
tector and a noise variance normalization. For any (θ, τ, ν) ∈
Gdir × Gdel × Gdop, the output statistic is

A(θ, τ, ν) =
1

σ2
s

∣∣∣∣∣∣
Nsub∑
q=1

Nsym∑
n=1

uH
q (n;θ, τ, ν)yq,s(n)

∣∣∣∣∣∣
2

, (10)

where, from (2b), the correlator uq(n;θ, τ, ν) is designed as

uq(n;θ, τ, ν) = e−i2πqWsubτe−i2πνnTsym

× Gq,rx diag{ω}tq(θ)
∥Gq,rx diag{ω}tq(θ)∥

×
tTq (θ) diag{ω}Gq,txpq(n)

|tTq (θ) diag{ω}Gq,txpq(n)|
. (11)

In the ℓ-th scan, the statistics in (10) are collected into the
array Aℓ of size Ndir×Ndel×Ndop, wherein the entry (i, j, d)
corresponds to the pointing direction θ̄i, the delay τ̄j , and the
Doppler shift ν̄d. Aℓ is then sent to the detector and plot-
extractor, which produces a list of measurements called plots.
This block can be modeled as a multi-peak detector, where a
plot is formed for each peak in Aℓ exceeding a given threshold
ηplot. Here, a plot is defined as a 5-dimensional row vector
containing the value of the test statistic in (10), the position
(range, azimuth, and elevation) of the peak, and the time at
which the subvolume containing the detected peak has been
illuminated. The plots are organized in the plot-list Sℓ, which
is a 5-column matrix with the extracted plots as rows, and sent
to the TBD processor, as in [18]; if no plot is formed, Sℓ = ∅.

The TBD processor exploits the correlation among the plots
in the current scan and those in the previous Nscan − 1
scans. To simplify exposition, assume that the current scan is
ℓ = Nscan, so that the plot-lists A1, . . . ,ANscan

are processed.
Then, the trajectory of a prospective target is specified by an
Nscan-dimensional vector, say ξ = [ξ1 · · · ξNscan

]T, wherein
ξi = k means the target is observed at the i-th scan and
the corresponding plot is the k-th row of Si. Accordingly,[
Si(k, 2) Si(k, 3) Si(k, 4)

]T
is the target position at time

Si(k, 5), and Si(k, 1) is the statistic resulting from (10).
Instead, ξi = 0 means that the target is not observed at the
i-th scan. The decision on the target presence is then made as

max
ξ∈Ξ

Tξ
H1

≷
H0

ηTBD, (12)

where: ηTBD a threshold set to have desired probability of
false alarm Pfa; Ξ is the set containing the vectors indexing
all trajectories ending in a plot at scan Nscan and satisfying
the required physical constraints on the target motion; and

Tξ =

Nscan∑
i=1, ξi ̸=0

Si(ξi, 1), (13)

is the metric used to evaluate the trajectory index by ξ. If
a target is declared, the associated trajectory is indexed by
argmaxξ∈Ξ Tξ. It is worth mentioning that this approach can
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Table I
SYSTEM PARAMETERS

fo = 3.5 GHz P = 4.803µW
Wo = 15 kHz Wsub = 720 kHz
No = 3300 Nsub = 32

To = 4.7623µs Dris = 8× 8 = 64

Nsym = 64 Dtx = 5× 3 = 15

Bsym = 76 Dtx = 5× 3 = 15

readily be generalized to the case where multiple targets can
be present in the inspected volume Vs, as shown in [19], [20].

IV. NUMERICAL ANALYSIS

Here we report an example of application for the archi-
tecture in Fig. 1: the considered setup and the corresponding
performance are analyzed in Secs. IV-A and IV-B, respectively.

A. System setup

We consider the system parameters in Table I and assume
half-wavelength inter-element spacing at all arrays. For the
sensing function, this setting implies that the range and
radial velocity resolution are co/(2NsubWsub) ≃ 6.5 m
and co/(2NsymTsymfo) ≃ 9.4 m/s, respectively, the max-
imum range allowed by the cyclic prefix is coTo/2 ≃
713.7 m, and the non-ambiguous range and radial velocity
are co/(2Wsub) ≃ 208.1 m and co/(4Tsymfo) ≃ 299.7 m/s,
respectively, where co is the speed of light.

The BS is located at [−1.5 1.5 25]T, with the Cartesian
coordinates expressed in meters, and its transmit and receive
arrays are parallel to the (x, z)-plane and oriented towards the
negative y axis. Also, we assume equal power allocation across
subcarriers, whereby γ1 = · · · γNsub

= γ. Finally, channel-
matched beamforming is employed, whereby fq,c and fq,s

are proportional to hq,c and the right eigenvector of Gq,tx,
corresponding to the largest eigenvalue, respectively.

The user is randomly dropped inside the rectangular cuboid
[20 m, 40 m]×[−40 m,−20 m]×[1.5 m, 2 m], with its antenna
parallel to the (x, z)-plane and oriented towards the positive
y axis. A line-of-sight channel is assumed, whereby we have

hq,c =
√

Gtx(θu)Gu(φu)
co

4πdufq
e−i2πdufqtq(θu), (14)

where Gtx(θ) = Gu(θ) = π cos(θaz) cos(θel) is the antenna
gain for the BS and the user, θu is the angle of the departure,
φu is the angle of arrival and du is the distance. Finally, the
noise variance of the receiver is σ2

c = 1.918× 10−16 W.
The RIS is located at [0 0 25]T, with the Cartesian

coordinates expressed in meters, parallel to the (x, z)-plane
and oriented towards the positive y axis. The RIS is in close
proximity of the BS to reduce the multiplicative path loss
along the indirect path, and the forward link between the j-
th transmitting element and the i-th RIS element on the q-th
subcarrier is modeled as [9][

Gq,tx

]
i,j

=
√

Gtx(θi,j)Gris(φi,j)
co

4πdi,jfq
e−i2πdi,jfq , (15)

where Gris(θ) = π cos(θaz) cos(θel) is the element gain for the
RIS, θi,j is the angle of departure, φi,j is the angle of arrival,
and di,j is the distance. Gq,rx is similarly modeled. For the
monitored volume Vs, we have [Rmin, Rmax] = [10 m, 200 m],
[θazmin, θ

az
max] = [−22.5◦, 22.5◦], and [θelmin, θ

el
max] = [5◦, 15◦].

This volume is scanned via Ndir = 6 illuminations with point-
ing directions θ̄1 = [−18.75◦ 10◦]T, θ̄2 = [−11.25◦ 10◦]T,
θ̄3 = [−3.75◦ 10◦]T, θ̄4 = [3.75◦ 10◦]T, θ̄5 = [11.25◦ 10◦]T,
and θ̄6 = [18.75◦ 10◦]T.

The prospective target has a random trajectory with a
constant velocity. Also, a Swerling I fluctuation is assumed,
whereby α is modeled as a complex circularly-symmetric
Gaussian random variable with variance dictated by the radar
equation and equal to σRCSG2

ris(ϕ)c
2
o/((4π)

3d4f2
o ), where ϕ

and d are the target’s angle and distance from the RIS, and
σRCS is the target radar cross-section (RCS). The RCS is set
to have a nominal SNR in (5) equal to 27 dB at the current
scan when all power is devoted to the sensing function.

At the radar receiver, we assume a maximum target speed
of 40 m/s and a noise variance of σ2

s = 1.918× 10−16 W. In
the detector and plot-extractor, there are NdelNdop correlators
covering the inspected delay and Doppler region, with Ndel =
60 and Ndop = 9, and ηplot is set to have an average number of
6 plots per scan under H0. In the TBD processor, the number
of scans Nscan varies in the set {1, 5, 8, 12, 15}, a polynomial
regression is used to smooth the trajectory of a detected target,
and ηTBD is set to have Pfa = 10−3.

B. Numerical results

The sensing performance is assessed in terms of the prob-
ability of detection1 (Pd) and the root-mean-square error
(RMSE) in the estimation of the target position in the current
scan under H1. Instead, the communication performance is
assessed in terms of the user SE in (8); since the SE depends
on the user location in the considered rectangular cuboid, we
report its {5, 25, 50, 75, 95}-th percentiles. Fig. 2 reports all
performance metrics versus the fraction of power dedicated
to the sensing function. As expected, increasing γ improves
the target detection and estimation performance at the price
of deteriorating the user SE. More interestingly, for a fixed γ,
the target detection and estimation performances depend on
the number of processed scans; for example, when γ = 0.2,
Pd increases from 0.53 to 0.90 as Nscan rises from 1 to 15.
Notice that the performance gain granted by the multi-frame
processing is more evident when Nscan is increased from 1
to 5 and substantially saturates beyond Nscan = 12; hence, a
limited increase of the implementation complexity of the radar
detector is sufficient to get a significant benefit. Overall, using
a multi-frame detector allows for more favorable trade-offs
between the sensing and communication functions.

1A detection is counted here if the hypothesis H1 is declared when H1 is
true and the position of the detected target lies within a sphere of radius 13
meters centered at the location of the true target.
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Figure 2. Sensing: Pd (top) and RMSE (middle) versus γ for various Nscan.
Communication: various percentiles of the user SE (bottom) versus γ.

V. CONCLUSIONS

In this study, we have considered a BS that serves a down-
link communication user and monitors a portion of the sky
via a closely spaced passive RIS. Key design variables are the
fraction of power allocated to the sensing and communication
functions, the RIS response, and the implementation of the
radar detector. Within this framework, we have designed the
RIS response to scan the volume of interest. Additionally,
we have proposed employing a multi-frame radar detector
to exploit time correlation across scans; specifically, a TBD
processor is employed to cope with the fast motion of an air-
borne target. Our main result is that using a multi-frame radar
detector allows for more favorable sensing and communication
trade-offs. Notably, increasing the number of scans processed
by the radar detector allows for a reduction in the fraction of
power dedicated to the sensing function without compromising
the detection and estimation performance; the excess power
can be redirected toward the user, thereby increasing its SE.
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