
Towards Point Cloud Counterfactual Explanations
Nicolas Vercheval and Aleksandra Pižurica
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Abstract—Counterfactual explanations, engineered alterations
of classifier inputs that change predictions, are widely used
for interpreting classifier decisions. In this work, we extend
counterfactual generation to point cloud data, addressing the
challenges posed by its unstructured nature. We introduce
hierarchical modeling to enhance counterfactual learning, specif-
ically the ability to identify and manipulate key semantic traits
influencing classifier predictions. Through visual and quantitative
evaluations, we demonstrate the effectiveness of our method
in generating counterfactuals that successfully revert classifier
predictions. Our implementation is publicly available on GitHub.

Index Terms—counterfactuals, point cloud, VQVAE, XAI

I. INTRODUCTION

Counterfactual explanations provide insights into a classi-
fier’s decision by applying the principles of counterfactual
reasoning [1], [2]. They fabricate altered input examples
to elicit a different classification outcome from the target
classifier. Comparing original and altered inputs, particularly
in visually interpretable image data, reveals which features
most influenced the evaluation, offering the transparency that
explainable AI (XAI) demands. This demand has driven the
development of counterfactual methods for many 2D and 3D
image data types [3]–[5], with point clouds being a notable
exception.

Counterfactual explanation methods for images commonly
rely on generative models to ensure realistic input alter-
ations. For instance, VAEX [6] trains a variational autoen-
coder (VAE) [7] conditioned on classifier evaluations, enabling
smooth transitions between target predictions via latent space
manipulation. Although applicable to any data type, its ap-
plication is often limited by the generative model’s ability to
represent the data. Point cloud data exemplifies this limitation,
presenting a significant challenge for generative models due to
the difficulty in capturing shape information from unstructured
data points [8]. Developing counterfactual models for point
clouds remains a significant research gap, especially given the
growing reliance on multimodal data in the automotive indus-
try, where point cloud data from LIDAR sensors is used for
object detection and classification. Integrating counterfactual
explanations could identify potential bias in pedestrian clas-
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sification and other critical vulnerabilities before deployment;
however, no such model has been proposed.

This paper introduces the first counterfactual model for
point clouds, designed to fill this gap. We achieve this by
developing a conditional generative model capable of effec-
tively handling point clouds and integrating it into the VAEX
framework, replacing the original conditional variational au-
toencoder, which is ineffective with this data. Furthermore,
we propose a novel method for integrating counterfactual
generation into generative model training. This results in
realistic counterfactuals that gradually change a classifier’s
decision toward the target evaluation.

Unlike previous work in the VAEX framework [6], [9],
which used classifier evaluations as direct input, we introduce
an intermediate latent variable that captures the classification-
related features, creating a hierarchical structure. This allows
greater flexibility in feature representation and introduces
noise during training, preventing over-reliance on input evalu-
ations. During inference, we condition this latent variable with
the target evaluation, enabling robust counterfactual explana-
tions.

This strategy is more effective with a small latent space,
as the model needs to rely on the conditional input for
reconstruction and generation. For this purpose, we utilize
PCGen [10], a recent state-of-the-art generative model that
employs a double autoencoder architecture to compress point
cloud data into a compact latent representation. Another ad-
vantage of PCGen is that the inner encoder’s loss is defined on
a discrete latent space, providing an additional semantic layer,
rather than on the output space. Consequently, any deviation
from the reconstruction due to the sampled conditional input
is less penalized, allowing for more semantically meaningful
counterfactual generation.

We evaluate our approach on ModelNet [11], a standard
dataset for point cloud classification. We isolate two groups
of labels that are frequently misclassified as each other and
create two smaller datasets with only the selected classes. For
each dataset, we train a counterfactual model that consistently
changes the classifier’s evaluation to the desired target. We
perform quantitative experiments to assess the model’s suc-
cess in reverting classifier decisions. Additionally, we provide
visual examples demonstrating the gradual change in point
cloud representations as we shift the target evaluation. The
contributions of this work can be summarized as follows:

• We introduce the first point cloud counterfactual method,
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to our knowledge.
• We propose hierarchical conditional generation for im-

proved robustness and flexibility.
• We provide quantitative and visual evidence demonstrat-

ing the efficacy of the proposed method on a standard
benchmark dataset.

The paper proceeds as follows: Section II briefly re-
views relevant prior work, including concurrent explainability
methods for point clouds. Section III details the technical
novelties of our generative model and their importance for
counterfactual generation. Section IV presents and discusses
experimental results on a standard benchmark dataset. Finally,
Section V concludes the paper, summarizing key findings and
outlining future research directions.

II. RELATED WORKS

Explainability methods for black-box point cloud classifiers
constitute a growing research area, with the development of
numerous methods tailored to the specific characteristics of
point cloud data. However, much concurrent research has
focused on feature-importance methods. For instance, [12]
highlights important points by measuring feature norms, [13]
proposes a local surrogate for LIME [14], ablating information
via point removal, while [15] builds on Grad-CAM [16] by
incorporating local relations between the features. These meth-
ods, while valuable, typically provide a heatmap indicating
the most influential points, but do not generate realistic input
alterations, which offer a more complete explanation.

CausalPC [17] also models a causal framework for clas-
sification, but with a different scope, focusing on input-level
robustness by modeling point cloud structure and mitigating
hidden confounders like adversarial noise. In contrast, our
approach models semantic features associated with classi-
fication decisions. While [18] is perhaps the closest work
to counterfactual explanations, generating point clouds that
maximize target classifier evaluations, their method searches
for a global maximum of target activation through iterative
input modifications. On the other hand, counterfactual methods
are instead local, returning an alteration semantically related
to the input.

III. GENERATING COUNTERFACTUAL POINT CLOUDS

Counterfactual generation involves creating samples under
alternative scenarios, where the data differs from the actual
input. The challenge lies in the absence of ground truth
for direct model training. Our solution consists of inferring
latent features and dividing them into relevant and irrelevant
to the classification, creating a meaningful latent space for
manipulation.

Building upon VAEX [6], we exploit PCGen’s high seman-
tic compression and double semantic layer to allow for greater
exploration by reducing reliance on explicit ground truth.
Thanks to this advantage, we introduce a hierarchical structure
to the VAEX counterfactual generation method, incorporating
the conditional target into the probabilistic model and thereby
improving the robustness of the counterfactuals.

The following sections expand on the modeling approach
and detail how PCGen facilitates it.

A. Hierarchical Modeling

To understand how classification changes with sample
alterations, counterfactual methods aim to generate altered
samples highlighting the key features driving these changes.
We achieve this by inverting cause and effect, modeling the
conditional distribution p(X|class(X)), where class(X) is
the classifier evaluation, specifically the softmaxed output.
We introduce two latent variables z1, for semantic features
unrelated to classification, and z2, for features that are related
to it and learn a generative model p(X|z1, class(X) = y),
where y is the calculated evaluation. We propose the following
probabilistic modeling:

p(X|class(X) = y) = p(X|z1, z2)p(z2|class(X) = y). (1)

This offers two main advantages. First, unlike previous
work [6], [9], the model learns a probabilistic dependence on
the classifier evaluation by sampling z2, enhancing robustness
towards the conditional input. Second, it allows more flex-
ibility in the features related to the classifier inputs, which
typically vary from sample to sample. This ultimately bene-
fits the counterfactual production, which replaces the actual
evaluation with a target one.

Specifically, we create counterfactuals as follows. First, we
train a variational autoencoder to learn the posterior distri-
bution p(z1|X) and p(z2|X, class(X) = y) through varia-
tional inference. Second, we change the original conditional
input to the target evaluation ŷ and calculate p(z1|X) and
p(z2|X|class(X) = ŷ), as well as their respective expecta-
tions, µ1 and µ2. This passage is crucial as it allows us to
preserve the specific characteristics of a sample. In particular,
µ1 retains all the semantics unrelated to classification, while
µ2 encodes the semantics the given sample X would have if
it had a different classification. Finally, we use the learned
conditional distribution to create the counterfactual:

X̂ = p(X|µ1, µ2) (2)

To implement the hierarchical modeling, we train a network
to generate a Gaussian p(z2|class(X)) and minimize the
Kullback-Leibler divergence:

DKL(z2|class(X), z2|X, class(X)), (3)

where the inferred p(z2|X, class(X)) is also a Gaussian distri-
bution. Note that while there we do not force the independence
between z1 and class(X), in practice, this independence arises
naturally from the constrained latent space, which discourages
redundant information. Testing a specific loss to enforce their
independence yielded no noticeable effect on the model.

This approach alone is insufficient, as classifiers often
produce extreme evaluation values, limiting the exploration
of more balanced values. Previous work [9] centralized the
probabilities but did not clarify how to remap to multiple
targets. Instead, we propose using the original logits of the
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classifier and dividing them by a temperature parameter before
applying the softmax operation.

This modeling strategy is applicable to any data. At the same
time, we find it particularly beneficial when the variational
autoencoder encodes a preprocessed representation rather than
raw data, as detailed in the following section.

B. Point cloud generation

Generating a distribution of points from a latent variable
is not an easy task, especially when only low-sampled, raw
point clouds are available. PCGen shows that VQVAE [19]
can effectively encode a point cloud as a discrete latent w.

We leave the VQVAE model as is and consider its discrete
latent space as building blocks for generating a point cloud,
that can be assembled similarly for both reconstruction and
counterfactual production. Instead, we focus on the inner VAE
model, trained separately to compress w even further into a
continuous variable z. From a probabilistic modeling point of
view, this can be expressed with:

p(X|w, class(X) = y) = p(X|w)p(w|class(X) = y). (4)

To learn the conditional model, we focus on the inner
encoder. PCGen uses VampPrior [20] to provide a more
flexible prior for the latent space at the cost of increased
complexity. Instead, we introduce the z2 variable as in (1)
and use a standard Gaussian as a prior of z1. We train the
second autoencoder separately, using the classifier evaluations.
All together we obtain:

p(X|class(X) = y) =

p(X|w)p(w|z1, z2)p(z2|class(X) = y). (5)

This approach takes advantage of the inner model’s recon-
struction loss, which is defined on the discrete latent space.
This allows the VAE to focus on reconstructing a description
of the point cloud, rather than the final shape, and it is less
penalized when incorrectly reconstructing the specific shape,
provided that the general semantics remain correct.

To enable gradual transitions, we consider target evalua-
tions with varying intensities, denoted as τ , or counterfactual
intensities. Specifically, we linearly interpolate between the
original tempered probabilities, y, and the one-hot encoding
of the target class ŷ, using τ as the interpolation factor:

ŷτ = (1− τ)y + τ ŷ, τ ∈ [0, 1]. (6)

This interpolated vector serves as the conditional input for
the inner decoder, generating a discrete latent variable that the
outer decoder transforms into the counterfactual image.

IV. EXPERIMENTAL RESULTS

We test our method on the ModelNet [11] dataset, a classic
benchmark for point cloud classification. We use a version
where 2048 points have been uniformly sampled from the
CAD models and use the same data to train the generative
model. In particular, we do not use the original CAD models
as ground truth for reconstruction, to better simulate the
challenges of realistic point cloud datasets. We chose the

Fig. 1. Counterfactuals of misclassified examples from ModelNet-DT, with
the predicted class and the associated classifier probability. Left: the original
sample. Right: its counterfactual. Incorrect predictions are in red, correct
predictions are in green.

popular DGCNN [21] architecture for the classifier and trained
it on the full dataset. We observe that “desk” and “table” are
frequently misclassified, as are “bottle”, “bowl”, “cup”, and
“vase”. We extract these label groups, creating two smaller
datasets: ModelNet-DT and Modelnet-BBCV. We retrain the
DGCNN on the two smaller datasets to focus on the critical
classes and apply the proposed method for the two new
classifiers.

Fig. 1 displays counterfactuals for misclassified examples
from the ModelNet-DT test dataset, targeting the correct class.
To observe subtle changes, we use a counterfactual value of
τ = 0.5. This often results in point clouds similar to the
input, but with key modifications, as illustrated in the first
row. The input sample, arguably mislabeled, is predicted as a
desk instead of a table. Its counterfactual highlights potential
reasons for this misclassification: the presence of a back
panel, a reduced height, and an increased thickness of the
horizontal panel. In the second row, the counterfactual remains
misclassified as a desk. However, it now resembles a desk
more closely, exhibiting smoother corners and curled legs.
This highlights a potential blind spot in the model. Another
blind spot is evident in the third row’s counterfactual sample.
Here, the shape of the counterfactual changes drastically as
the target shifts towards the class “table”, strongly suggesting
the absence of corner tables in the training dataset.
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Fig. 2. Counterfactuals of misclassified examples from ModelNet-BBCV,
with the predicted class and the associated classifier probability. Left: the
original sample. Right: its counterfactual. Incorrect predictions are in red,
correct predictions are in green.

TABLE I
COUNTERFACTUAL SUCCESS IN REVERTING CLASSIFIER DECISION

Dataset τ = 0.5 τ = 1
ModelNet-DT 80% 99%

ModelNet-BBCV 86% 100%
ModelNet-DT (misclassified) 87% 97%

ModelNet-BBCV (misclassified) 95% 100%

Similarly, Fig. IV presents counterfactuals for misclassified
examples from the ModelNet-BBCV test dataset, targeting the
correct class. Focusing on the problematic ’vase’ class, we
include three examples where samples with other labels were
misclassified as vases, and two misclassified vase examples (no
vase was misclassified as a bowl). The classifier expects vases
to be rounder with a wide opening. Bottles are detected from
their bottlenecks, and cups are associated with a V-shape. Our
model’s ability to interpolate through different targets, while
keeping recognizable traits, is demonstrated in Fig. 3.

Table I shows the counterfactual success rate, defined as
the percentage of generated counterfactuals that successfully
revert the classifier’s decision to the target class. We also
report statistics for counterfactuals of misclassified samples,
which are crucial for analyzing classifier performance. We
evaluate counterfactual intensities of τ = 0.5 and τ = 1. Our
method is effective even with the lower intensity, while the
higher intensity consistently reverts the decision. Notably, even
when the lower intensity does not change the prediction, it
still impacts associated probabilities, revealing potential model
weaknesses while maintaining close similarity to the original
sample. Conversely, an intensity of τ = 1 may alter the sample
excessively (Fig. 4). Table II presents the model’s accuracy
on the original dataset and on counterfactuals generated with
a target ȳ of equal probabilities across all classes. While our
method doesn’t completely eliminate classification-associated
traits, which would lead to 50% accuracy for ModelNet-DT
and to 25% for ModelNet-BBCV, it significantly reduces the
original accuracy.

V. CONCLUSIONS AND FUTURE WORK

In this work, we presented the first method for generating
counterfactual explanations for point cloud data. Our approach
effectively alters classifier evaluations, typically reversing pre-
dictions, while preserving characteristics unrelated to the clas-
sification of the original samples. We demonstrated the utility
of these counterfactuals in revealing classifier weaknesses,
such as underrepresented data and challenges in capturing
complex shapes. Future research will extend this method to
more realistic datasets, particularly those from critical appli-

TABLE II
CLASSIFIER ACCURACY AFTER REMOVING CLASSIFICATION SEMANTICS

Dataset Original ȳ
ModelNet-DT 87% 73%

ModelNet-BBCV 89% 43%
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Fig. 3. Center: original sample (cup). Top left: counterfactual to bottle. Top
right: counterfactual to bowl. Bottom left: accentuated cup. Bottom right:
counterfactual to vase.

cations, and explore the generation of diverse counterfactuals
to isolate specific causes of classifier evaluations.
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