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Abstract—This paper addresses the design of per-antenna
constant-envelope precoding for massive MIMO communications,
where a beyond diagonal reconfigurable intelligent surface (BD-
RIS) is considered to be involved. The primary goal of the design
is to mitigate the multi-user interference for communications,
and the reflection-coefficient matrix of the BD-RIS is required
to be both unitary and symmetric. Meanwhile, we also impose
constant-modulus constraints for the precoding at each antenna.
These considerations culminate in a non-convex optimization
problem characterized by a min-max type objective and multiple
intricate constraints. To solve the design problem, we propose
a cyclic alternating framework for finding solutions. For each
subproblem arising from the alternating optimization framework,
we reformulate the min-max problem into a tractable form, and
subsequently devise a fixed-point iteration scheme via proximal
splitting. These enable us to obtain a closed-form solution at
each iteration. Furthermore, we provide a theoretical analysis
that demonstrates convergence to stable points for the developed
update procedures. Simulation results confirm that the proposed
approach outperforms existing methods across various aspects.

Index Terms—Beyond diagonal reconfigurable intelligent sur-
face (BD-RIS), constant-envelope precoding, proximal splitting.

I. INTRODUCTION

Precoding has been a research field of significant interest for
communications during the past several decades [1]-[4]. It has
emerged as a leading approach to address various challenges,
whose importance is particularly pronounced in massive MIMO
communications [5]. For example, the precoding with a large-
scale antenna array benefits the communications from tackling
issues related to the increasing number of radio-frequency
chains [6]. Through proper waveform/code designs, the radio-
frequency chains can avoid signal distortion by means of
restricting the total transmit power [7], peak-to-average-power
ratio (PAPR) [8], and magnitudes of signal elements [9]. On the
other hand, the large degrees of freedom enabled by massive
MIMO communications help the precoding to obtain potential
improvements on symbol error rate (SER) [10], signal-to-noise
ratio (SNR) [11], multi-user interference mitigation [12], etc.

Among relevant works on precoding in recent years, the ones
that focus on constant-envelope precoding have attracted con-
siderable attention [13], [14]. This type of precoding enforces
all the elements of transmit signals to have a same magnitude,
which leads to low PAPRs of waveform [14]. However, when it
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comes to harsh environment with undesired channel responses,
the conventional constant-envelope precoding may fail to meet
the requirement of high-accuracy communications. To address
this issue, precoding with the aid of reconfigurable intelligent
surface (RIS) has emerged as a new trend [15], [16]. By means
of adjusting the overall channel response, the RIS can support
constant-envelope precoding to further explore performance
gains in massive MIMO communications.

Technically, the performance of RIS-aided precoding is
subject to the physical form of RIS. For example, the early type
which controls the elements independently is prone to result
in a diagonal reflection-coefficient matrix with limited design
flexibility [17]. By contrast, the recently emerged category
allows for mutual coupling of elements [18], which enables a
beyond diagonal (BD) reflection-coefficient matrix [19]. For
the BD-RIS aided constant-envelope precoding, an interesting
aspect is to investigate the optimal design for massive MIMO
communications, which however, is seldom studied.

In this paper, we study the BD-RIS aided constant-envelope
precoding for massive MIMO communications. The goal is to
suppress the multi-user interference. To this end, we minimize
the maximum difference between the desired and received noise-
free symbols among all users by the joint design of transmit
signals and reflection coefficients for the BD-RIS. Meanwhile,
we also guarantee the inherent constraints associated with the
BD-RIS. A non-convex optimization problem with min-max
objective is therefore formulated. To tackle it, we exploit a
cyclic manner to find its solutions. For each resulted alternating
problem, we first reformulate the “min-max” type optimization
into a pure minimization form. Then, we devise a fixed-point
iteration rule based on proximal splitting [20]. Our major
contribution also lies in obtaining a closed-form solution for
updating reflection coefficients of the BD-RIS via Takagi
factorization. Moreover, we prove the convergence of devised
update procedures. Simulation results verify the superiority of
our proposed design in terms of different aspects.

Notations: We use notations (-)*, ()T, (W2, @, ||, [|]|, |||
and 0 to denote the conjugate, transpose, Hermitian, Kronecker
product, modulus, Euclidean norm, Frobenius norm, and sub-
differential operations, respectively. Moreover, notations C, =,
arg(:), and Apax(+) stand for the complex filed, generalized
inequality, argument of a complex value, and largest eigenvalue
of a matrix, respectively. In addition, O, is an M x 1 vector
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with all elements equal to 0, and I, stands for the M x M
identity matrix.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Let us consider a downlink communication system serving K
single-antenna users with the aid of an N-element BD-RIS. We
assume that the base station of the system is equipped with M
antenna elements. Moreover, we denote x = [z1, ..., 2|7 €
CMx1 a5 the vector of transmit symbols for precoding at a
certain time, each of which has a constant magnitude.

The received signal observed at the k-th user, denoted by
Yy, can be expressed as

yr = s + ((dy, + H®hy)"x — s5.) + wy, (1)

where s; is the desired communication symbol, wy is the
zero-mean white Gaussian noise, both associated with the k-th
user, ® € CNV*N is the reflection-coefficient matrix associated
with the BD-RIS, and d;, € CM*!, H € CM*N and hy, €
CN*1 are vectors/matrices that store the channel information
associated with paths from the base station to the k-th user, base
station to BD-RIS, and BD-RIS to the k-th user, respectively.
The second sum component in (1), which corresponds to the
difference between the received noise-free and desired symbols,
denotes the multi-user interference for the k-th user.

Note that the reflection-coefficient matrix ® for the BD-RIS
differs from that for the conventional RIS. The latter requires
the reflection-coefficient matrix to be diagonal with non-zero
elements being unimodular, while the former only requires
to be both unitary and symmetric [19]. Correspondingly, the
BD-RIS is capable of enabling extra degrees of freedom to
assist precoding compared to the conventional RIS, but it is
complex for hardware implementation [18].

The primary objective here is to suppress the largest multi-
user interference among all users, and meanwhile, to guarantee
the aforementioned conditions on transmit symbols and the
BD-RIS. Hence, we can formulate the precoding problem with
the aid of BD-RIS in the form as follows

min max  |(dy + H®hy)x - sy (2a)
s.t. |Tm| = ¢, m e M (2b)
P =1y (2c)

& =T (2d)

where £ £ {1,..., K}, M £ {1,..., M}, and c denotes the
constant magnitude of transmit symbols. Note that the objective
function (2a) originates from the second sum term of (1), the
constraints (2b) guarantee the constant-modulus property of the
transmit symbols in x, and (2c) and (2d) ensure the unitary and
symmetric structures of ®, respectively. Overall, the problem
(2) takes a “min-max” form, which is non-convex and difficult
to solve. Therefore, an efficient solution to (2) is to be found.

III. JOINT DESIGN OF CONSTANT-ENVELOPE PRECODING
AND REFLECTION-COEFFICIENT MATRIX FOR BD-RIS

In order to solve (2), we exploit a cyclic manner to optimize
x and @ alternately. For each alternating optimization with

respect to x or ®, we first convert the “min-max” type problem
into a pure minimization form, and then address it by means
of proximal splitting techniques.

A. Per-Antenna Constant-Envelope Precoding to Obtain x

Fixing ® and additionally introducing an auxiliary variable ¢
for the problem (2), we can obtain the alternating optimization
problem with respect to x and ¢ as follows

min t2 (3a)
st. |(d +H®hy) " x — s> <t?, ke K (3b)
|Tm| = ¢, m € M. 3c)

To tackle (3), we exploit the idea that transforms it into an
unconstrained problem with the support of introducing indicator
functions for (3b) and (3¢). To this end, we respectively denote
the feasible sets for (3b) and (3c) as {Cj}/*_, and C, and we
also denote {Ic, (x,t)}7-, and I5(x) as the corresponding
indicator functions, which equal zeros when the argument(s)
(jointly) fall within the feasible sets while otherwise are +oc0.
Hence, the problem (3) can be rewritten as

min 4 Inycee, (%,8) + o(x) @

where the second sum term in the objective equals the sum of
all the indicator functions {I¢, (x, 1)}/, i.e., In e (X, 1) =
> rex L, (x,t). For the obtained unconstrained problem (4),
we adopt the proximal splitting technique to find its solutions,
which are shown in the following Lemma.

Lemma 1. The local stable points of (4) can be obtained via
the iterations given below

t:= %proxlmk“ck (t) )
X = proxlg(% Y okek proxp, (x)) (6)

with prox(,)(~) being the proximal operator whose generalized
definition is given by prox ¢(z) = argminy, f(y) + lly — 2|2
[20], and ~ > O being a parameter of user choice.

Proof. We denote the objective function of (4) as ((x,t). For
known x or ¢, the subdifferential of ((x,¢) with respect to ¢
or x can be expressed as

atC(X7 t) = 2t + 8t-[ﬁke)cck (X7 t) (7)
8x<(xv t) - ZkEK axICk <X7 t) + axjﬁ(x) 3

where we use a subscript to mark the variable for subdifferential
(. (+). Here, the subdifferentials obey the generalized definition
given by [21], which is not subject to the convexity. Its relevant
properties include the sum rule, chain rule, Fermat’s rule, and
mean-value theorem [21], [22].

According to the Fermat’s rule [21], the locally stationary
points of (4) can be obtained by enforcing the subdifferentials
(7) and (8) to include zeros. Hence, the following tasks are
to find any subsets of d;In, .., (X, 1), {Oxlc, (x,t)}f_;, and
OxI5(x). To this end, we can use the following results

v(t - proxr, .. (1) € Olncrc,(%,8), Yy >0 (9
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X — proxp, (x) € Oxlc, (x,t), VE € K (10)
K(x— prox,g(x)) € 8xfc~(prox15(x)) (11)

which originate from the definitions of the subdifferential and
indicator function whose detailed derivations are omitted due
to the space limitation.

Substituting the left side of (9) into (7) as the desired subset
for Oy ln, cc (x t), we obtain a stable point that satisfies the
relation ¢t = +2 TEProx . k( ). This leads to the fixed-point
iteration for ¢ shown by (5). Likewise, using (8), (10), and (11),
after some straightforward derivations, we obtain the fixed-point
iteration for x shown by (6). The proof is complete. O

The remaining task is to derive the explicit expressions of

prox; k( ) and prox;_ (£ > ek proxy, (x)) in Lemma
1to solve (4), which are given based on thelr definitions as

12)

Proxy., e, (t) = max{|(dy + H®hy ) 'x — s, 1}

. j-arg(zkg;c pI’OXICk (%))

proxlg(% D okek proxp, (x)) =c-e
13)

with the vector prox;, (x) being derived as

(dk + H‘I’hk)HX

|(d]c + H‘I’hk)HX Sk ‘
" min{0, ¢ — |(dx + H®h;)"x —

whose detailed derivations have been omitted due to the space

limitation. To conclude, we use (5), (6), and (12)—(14) to find
the optimal per-antenna constant-envelope precoding.

" (dy + H®hy)
skl}

proxp, (x)=x

(14)

B. Reflection-Coefficient Matrix Design to Obtain ®

Recalling the problem (2), fixing x and additionally intro-
ducing an auxiliary variable ¢, we can obtain the alternating
optimization problem with respect to ® and ¢ as follows

min  #2 (15a)

L%

st. |(dy + H®hy)"x — s> <%, ke K (15b)
dp =1y (15¢)
®=3". (15d)

To solve (15), we first denote {Si}&_, and S as feasible
sets for its constraints (15b) and (15¢)—(15d), respectively.
Similarly as in the previous subsection, we introduce indicator
functions {Is, (®,%)}_; and I5(®) to transform (15) into
the unconstrained optimization problem given as follows

min ¢ +Iﬂke)c3k((1’ t)+I ((I))
Pt

(16)

which can also be solved by proximal splitting techniques as
used in the previous subsection. Mathematically, the solutions
to (16) can be derived as the fixed-point iterations given by

f= Sjpmax{|(dy + H®hy)x — .7}

> kek proxyg, (‘ﬁ))

a7

d: (18)

Proxy_ (f

with the explicit expression of prox; s (®) being expressed as

(dg + H®h,,)Tx* — sy,
|(dr + H®hy,)Tx* — 57|
min{0, — |(dy + H®hy)7T
([ ||| HL |2
whose detailed derivations are also omitted to be shown here.

The following task is to derive the final expression for (18),
which can be obtained as follows

pros, (®) = bl @ (Hix)

x =5} 1)

® = argmin | B — £, ¢ proxlsk(@)H:; (20
BeS

= argmNin HB — ﬁzkeg(pmxf‘gk(@) + PYOX?Sk(‘I’)) Hi
BeS

21

where the definition of proximal operator has been used to
derive from (18) to the former update, and the condition of S
has been used to derive the latter. Note that B is required to
be both symmetric and unitary because B € S. Hence, it can
be decomposed as a product between a unitary matrix and its
transpose via Takagi factorization [23], i.e., B = UBUE. The
matrix 5> ¢ i (Proxy (®)+proxy, (<I>)) is also symmetric
which can be rewritten as Ug ZL}U(I, v1a Takagi factorization.
Therefore, the optimal B in (21) can be obtained when the
Frobenius norm |[Ug UL — Ug X4 UL ||r is minimized. In or-
der to find a solution to the minimization of this Frobenius norm,
we use the fact that it equals the trace of —U5UBUsX4UL.
It is straightforward that such a trace is no smaller than the
trace of —X g because both Up and Ug are unitary. Based
on these derivations, the aforementioned Frobenius norm can
achieve the minimum on the condition that Ug = Ug, which
finally leads to the update of ® given by

®:=UsUy (22)

We use (17), (19), and (22) to obtain the optimal ®.

C. Convergence Analysis on Iteration Updates

To conduct convergence analysis for iteration updates (5) and
(6), we first denote their expressions on the right side as p(x, t)
and q(x,t), respectively. Then, we use them to investigate the
residues of optimization variables across iterations. According
to the mean -value theorem of subdifferential [21], the residue
of [t,x™]T between two neighboring iterations satisfies

$(r+1) p(x(r)’t(r)) B p(x(rfl)vt(rfl))
X(r+1 X(r) q(X(T), t(r)) q(x(T_l) (r—l))
c atp( a 5tq(x,t) H t(’) B t(’ 1) (23)
2 p(X, ) Oxa(x,t)] |zt \[x™ <=1
where we use superscripts (~)(T*1), (.)(T)’ and (,)(r+1) to mark
the (r — 1)-th, r-th, and (7 + 1)-th iterations, respectively, and
to and x( are points on the lines from (") to ¢("~1) and x(")
to x("~1), respectively.

Exploiting the explicit expressions of p(x,t) and q(x,t) in
(5) and (6), respectively, we can express the subdifferentials
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Oip(x,t) and Oxq(x,t) as the following forms
24
(25)

dp(x,t) = 15 ~8tproxlmk6)cck (t)
Oxq(x,t) C %Zkeicaxpmxlck (x)0x, prox;_ (%)

where x, £ 4 >, ;- prox;, (x), and the sum rule and chain
rule of the subdifferentials le], [22] have been used in the
derivations to (25). To investigate the properties of O;p(x,t)
and Oxq(x,t) respectively given by (24) and (25), we present
the following result.

Lemma 2. For an indicator function I¢(z) with respect to z
and C, all matrices in d,prox;,(z) are Hermitian, and their
maximum eigenvalues are no larger than 1.

Proof. Applying subdifferentials twice to the definition of the
proximal operator [20] with respect to indicator functions, we
can obtain the following result

—1

dzproxy, (z) C (I + 6;0)% (zyle(prox;, (z))) (26)

where 92, (-) denotes the second-order differential defined as
the set that includes all the subdifferentials of the first-order
subgradients in this paper, and the chain rule [22] has been
used in the derivations to (26).

Since the indicator function I¢(z) is locally convex within
the neighborhood of prox;,(z), 8;0)(1 (Ic(prox; (z)) only
includes positive semi-definite matrices C[24], which enables the
set 0,prox;, (z) to include Hermitian matrices with maximum
eigenvalues no larger than 1 based on the expression of (26).
The proof is complete. O

Applying Lemma 2 to (24) and (25), respectively, we can
obtain the inequalities J;p(x,t) < % < 1 and Oxq(x,t) =
I using some elementary properties of the eigenvalue. Based
on these results together with (23), we can conclude that

|t(r+1) _ 75(r)|2 + ||X(r+1) _ X(7")”2
< |t(r) — t(r—l)‘Q + ||X(T) — X(r—l)”2 (27)

which means the variable [t,xT]" can monotonically converge
to a locally stationary point. Thus, the convergence of (5) and
(6) can be guaranteed. The convergence of (17) and (18) can
be proved through the same routine.

IV. SIMULATION RESULTS

In this section, we conduct our proposed iteration updates
and evaluate their convergence performance, obtained SERs,
and the maximum power of multi-user interference (denoted
hereafter by 7,.x). We also compare our proposed method with
the algorithm in [13]. The SQUAREM scheme [25] is used for
accelerating our method. The desired communication symbols
are generated from the unit-power constellation points of 16-
QAM, and the channel parameters are assumed to be Rayleigh
distributed. The constant magnitude of transmit symbols is set
to be 1, and the stopping criterion of the tested algorithms is
chosen as a predefined maximum number of iterations, which is
set to be 10*. Throughout simulations, all the data are averaged

o
o

) “©-[14] ) ©-[14]
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g 33 g 36
2 S )
-44 -48
0 1 2 3 4 5 0 2 4 6 8 10
Number of Iterations (x10°) Number of Iterations (x10°)
(a) M =32 and K =20 (b) M =64 and K = 36
Fig. 1. Convergence evaluations with N = 5.
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5 10 15 20 25 5 10 15 20 25

SNR (dB) SNR (dB)
(a) M =100 and K = 54 (b) M =200 and K = 108
Fig. 2. SER evaluations with N = 10.

over 50 independent trails, and we use the same hardware and
software configurations for comparisons.

Evaluations on convergence: We evaluate the convergence
performances of tested algorithms. The presented objective is
adopted as nmax after normalization by its initial values. Both
the scenarios of BD-RIS off and BD-RIS on are studied for
our proposed method. The size of BD-RIS is set to be N = 5,
and two cases of M = 32 with K = 20 and M = 64 with
K = 36 are investigated. The corresponding results are shown
in Fig. 1. It can be seen that our proposed method presents
faster convergence speeds and achieves lower 7y,.x compared
to the method of [13]. For example, after 3000 iterations in the
former case, our proposed method reaches normalized 7,ax
equalling —27.26 dB and —40.18 dB for the scenarios with
BD-RIS off and on, respectively, while the method of [13]
only achieves —22.34 dB normalized 7,.x. In the latter case,
the normalized 7,,x obtained by our proposed method with
BD-RIS off and on respectively give 7.81 dB and 16.03 dB
improvements on that obtained by the method of [13].

Evaluations on SER: We then evaluate the SER performances
of the tested algorithms, wherein both the cases of M = 100
with K = 54 and M = 200 with K = 108 are investigated.
The size of BD-RIS is set to be N = 10, and the corresponding
results obtained over 10° channel realizations are shown in Fig.
2. It can be seen that our proposed method shows lower SERs
than those obtained by the method of [13] in both tested cases,
even for the scenario with BD-RIS off. The reason is that our
proposed “min-max” optimization gives potential performance
gains on SER. For instance, in the latter case, our proposed
method achieves low SERs equalling 2.7x 1073 and 4.0x 106
at SNR= 20 dB for the scenarios with BD-RIS off and on,
respectively, while the method of [13] obtains a high SER
equalling 2.48 x 1072,
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TABLE I
EVALUATIONS ON NORMALIZED MAXIMUM POWER OF INTERFERENCE
VERSUS NUMBERS OF TRANSMIT ANTENNAS.

N=5 K=24 M =30 M =36 M =42 M =48 M =54
[13] —17.64 dB | —20.91 dB | —29.77 dB | —34.93 dB | —41.54 dB
Proposed (RIS-off) | —20.40 dB | —24.89 dB | —34.30 dB | —47.12 dB | —92.64 dB
Proposed (RIS-on) | —22.15 dB | —31.89 dB | —156.81 dB | —212.49 dB | —267.88 dB
TABLE I

EVALUATIONS ON NORMALIZED MAXIMUM POWER OF INTERFERENCE
VERSUS NUMBERS OF USERS AND SIZES OF RIS.

M=60] K=25 K =30 K =35 K =40 K =45 K =50

N =5 | —268.59 dB | —118.26 dB | —45.87 dB | —29.43 dB | —24.09 dB | —19.74 dB
N =10 |—283.22 dB | —267.23 dB | —163.21 dB | —44.37 dB | —29.28 dB | —25.31 dB
N =20 | —290.57 dB | —287.95 dB | —280.09 dB | —253.11 dB | —180.27 dB | —48.41 dB

Evaluations on the worst power of multi-user interference:
We evaluate the normalized values of 7,,x Obtained by tested
algorithms. The first case investigates multiple numbers of
transmit antennas M € {30, 36,42,48,54} associated with
a b-element BD-RIS and 24 users. The second case studies
multiple sizes of BD-RIS N € {5,10,20} and also multiple
numbers of users K € {25, 30, 35,40, 45,50} associated with
M = 60 transmit antennas. The corresponding results for the
two cases are shown in Tables I and II, respectively. It can be
seen that for all tested algorithms, the obtained 7y,,x generally
increases as the ratio K/M becomes large. It can also be seen
that our proposed method can reach lower normalized values of
Tmax than those obtained by the method of [13] (e.g., —92.64
dB for BD-RIS off and —267.88 dB for BD-RIS on compared
to —41.54 dB when M = 54 as shown in Table I). Moreover,
a large size of BD-RIS enables a low normalized nyax (€.2.,
—45.87, —163.21, and —280.09 dBs for NV = 5, 10, and 20,
respectively, as shown in Table II when K = 35).

V. CONCLUSION

We have studied the BD-RIS aided constant-envelope precod-
ing for massive MIMO communications. Specifically, we have
minimized the maximum difference between the desired and
received noise-free symbols among all users. By incorporating
the inherent constraints of transmit signals and the BD-RIS, we
have formulated a new precoding design problem that involves
a “min-max” objective and non-convex constraints. To tackle it,
we have exploited a cyclic manner that involves a reformulation
from the “min-max” type problem to a solvable form in each
alternating optimization. Then, we have devised a fixed-point
iteration rule via proximal splitting. The convergence guarantee
of our proposed iteration rule has been proved. Simulations
have verified the superiority of our proposed precoding design
over existing methods in terms of different aspects.
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